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Abstract

Cloud services are becoming increasingly globalized and
data-center workloads are expanding exponentially. GPU and
FPGA-based clouds have illustrated improvements in power
and performance by accelerating compute-intensive work-
loads. ASIC-based clouds are a promising way to optimize
the Total Cost of Ownership (TCO) of a given datacenter
computation (e.g. YouTube transcoding) by reducing both
energy consumption and marginal computation cost.

The feasibility of an ASIC Cloud for a particular appli-
cation is directly gated by the ability to manage the Non-
Recurring Engineering (NRE) costs of designing and fabri-
cating the ASIC, so that it is significantly lower (e.g. 2x)
than the TCO of the best available alternative.

In this paper, we show that technology node selection is a
major tool for managing ASIC Cloud NRE, and allows the
designer to trade off an accelerator’s excess energy efficiency
and cost performance for lower total cost. We explore NRE
and cross-technology optimization of ASIC Clouds for four
different applications: Bitcoin mining, YouTube-style video
transcoding, Litecoin, and Deep Learning. We address these
challenges and show large reductions in the NRE, potentially
enabling ASIC Clouds to address a wider variety of datacenter
workloads. Our results suggest that advanced nodes like 16nm
will lead to sub-optimal TCO for many workloads, and that
use of older nodes like 65nm can enable a greater diversity
of ASIC Clouds.
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1.

With the impending end of CMOS scaling and Moore’s Law,
the research community has increasingly looked towards
designing ASIC-based accelerators that exploit specialization
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in order to surpass power- and energy- limited general-
purpose devices like CPUs and GPUs. ASIC accelerators are
able to attain order-of-magnitude improvements in energy-
efficiency (W per op/s) and cost-performance ($ per op/s)
over general-purpose substrates.

Although research in accelerators has been widespread,
translation of these accelerators into commercial practice has
proven challenging for two key reasons: deployment friction
and Non-Recurring Engineering (NRE) costs. In this introduc-
tion, we discuss recent trends that have reduced deployment
friction, and then in the rest of the paper, examine the second
challenge, NRE minimization, that is, the minimization of all
costs required to create and deploy an ASIC accelerator.

We employ the term deployment friction to refer to the

difficulty of deploying these accelerator designs into a real-
world computing ecosystem. For accelerators that target client
devices, deployment of a researcher’s accelerator often re-
quires convincing Apple, Intel, or Qualcomm to add the ac-
celerator to their high-volume SoCs, a difficult technology
transfer problem with complex social and economic aspects.
Beyond the standard organizational barriers, these companies
must be convinced that customers will pay extra money to
provide sufficient additional profit over the increased cost
across a large number of price-sensitive parts. In many cases,
emerging applications may not have achieved sufficiently
wide-spread use to make 1-accelerator-to-1-device deploy-
ment economically appropriate, eliminating the incentive to
place the accelerator on the die. Moreover, the customer may
not use the application enough to create a perceivable benefit
in terms of battery life or productivity.
The Cloud Reduces Deployment Friction. The cloud, on
the other hand, provides intriguing possibilities for deploy-
ment of discrete accelerators. Because software and hardware
are vertically integrated in many cloud contexts, companies
like Google, Facebook, Microsoft, Apple, and Amazon can
custom-design their hardware—from server to PCB to chip—
for recurring workloads that impart significant total-cost-of-
ownership (TCO) to their business units.

As the Cloud/mobile bifurcation of computation continues,
we see growing classes of planet-scale workloads (think Face-
book’s face recognition of uploaded pictures, or Apple’s Siri



voice recognition, or the IRS performing tax audits with neu-
ral nets) where datacenters are performing the same computa-
tion across many users. This kind of scale-out workload can
easily leverage discrete chips that contain NoC-connected ar-
rays of replicated compute accelerators (RCAs), and provides
the economic incentive that covers the NREs of ASIC de-
velopment. Moreover, unlike in the client side, the resources
spent on the accelerator can be scaled with the workload by
adding more racks, whereas accelerator to non-compute ratio
in a mobile phone population is set at tapeout.

Our previous papers on ASIC Clouds [|39]] examined the
construction of datacenters of ASIC accelerators for Bitcoin,
Litecoin, Video Transcoding (e.g. Youtube), and Neural
Networks. Subsequently, Google announced the existence
of their Tensor Processing Unit (TPU) [1], which is used
to implement a neural network ASIC Cloud. Bitcoin and
Litecoin ASIC Clouds already exist, and the economics
behind transcoding clouds are very strong. These ASIC
Clouds vastly improve upon both the energy efficiency and
marginal cost of performing the computation by orders of
magnitude. These two metrics are the primary TCO drivers
in the datacenter.

Because of both the reduction in deployment friction and

the potential TCO improvements, Doug Carmean of Mi-
crosoft Research in his ISCA 2016 keynote referred to the
datacenter as “the architect’s new playground” — essentially
expressing excitement at his realization that there is exponen-
tially less deployment friction in the context of the datacenter
and that the upsides are large (and indeed, Microsoft is ex-
amining FPGA-based datacenters, DNA-storage and even
Quantum machine learning). For the remainder of this paper,
we examine a key remaining challenge in deploying accelera-
tors into this “architect’s playground”: NRE.
The two-for-two rule for NRE and TCO. The high up-front
costs of developing an ASIC system are collectively known
as non-recurring engineering costs (NRE). These NRE costs
for ASIC accelerators are comprised of labor, tool, IP, and
mask costs. Ultimately the deployment of accelerators in the
clouds must result in a net financial benefit for the underlying
company. How can we relate the performance and energy
efficiency benefits of an accelerator to the NRE and the
(pre-accelerated) TCO of the targeted workload? Our recent
paper [39] proposed the two-for-two rule, which states an
accelerator-based cloud at least breaks even when both of
these two conditions hold:

1. The computation’s TCO >2x the NRE. So for ex-
ample, if YouTube spends $30 million a year on video
transcoding, and the NRE of development the accelerator
is $10 million, a 3 x ratio, they clearly pass the bar.

. The TCO per op/s benefit of the ASIC Cloud >2x. So
for example, if YouTube’s transcoding accelerator has, all-
inclusive, at least 2X improvement in energy efficiency,
and at least 2X benefit in performance per $ of hardware,
they must have at least a 2X benefit in TCO per op/s,
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and would also fulfill these criteria. In [39], the authors
compute an improvement in excess of 10,000x in TCO
per op/s for a 28nm video transcoding ASIC Cloud versus
an Intel Xeon server, trivially meeting this criteria.

As we can see, the TCO per op/s benefit of the 28nm

transcoding ASIC Cloud easily clears the 2x bar. In fact,
surveying the academic literature, most accelerators easily
clear this bar by several orders of magnitude. Thus, the major
gating factor for ASIC Cloud deployment is NRE, not the
performance of the accelerator.
The rest of the paper. Accordingly in this paper, we explore
ways to reduce NRE, and in particular look at ways to
trade the excess of performance and energy efficiency
of accelerators for reductions in NRE cost. We examine
the implications of using older technology nodes, and also
quantify differences in NRE across different applications.

The contributions of this paper are:

1. We build a model for the NRE costs of developing ASIC
accelerators.

. We show that process technology node (e.g. 16nm) is one
of the most important knobs for controlling the NRE cost.

3. We show that targeting older nodes reduces both mask
costs and IP costs exponentially, but only moderately
changes labor and tool costs.

. We show how to analyze an accelerator and determine
the optimal technology node based on the TCO of the
computation.

5. We show that advanced nodes like 16nm are optimal only
for a limited set of ASIC Clouds, and that nodes like
180nm, 65nm and 40nm can broaden the applicability
of ASIC Clouds. We introduce the concept of a fech
parity node which can, when combined with pre-ASIC
datacenter TCO, be used to estimate the ideal target node
for an application.

2. Understanding Silicon Tradeoffs in
Technology Node Selection

In this section, we analyze the tradeoffs of available technol-
ogy nodes, with the goal of allowing ASIC servers to select
across technology nodes to find the TCO+NRE optimal de-
signs. Our rich menu of available nodes means that we have
an equally rich tradeoff space that links mask cost NREs,
energy efficiency (i.e. joules per operation), cost efficiency
(i.e. $ per op/s, a function of frequency, transistor count and
wafer cost), maximum transistor count per accelerator, and
frequency (i.e. serial performance per accelerator).

Unlike in client ASIC designs, for scale-out ASIC Cloud
servers, the die area, power budget and performance of each
individual chip is not critical, so long as the workload’s la-
tency, throughput and cost requirements are met. By exam-
ining the TCO of the target computation, we can optimize
across process nodes and correctly weight the importance of



cost-efficiency, energy-efficiency, and NRE to attain cost sav-
ings in an ASIC Cloud workload. The maximum transistors
per die metric filters those nodes that do not have sufficient
transistor density to fit even a single accelerator. Similarly,
the transistor frequency metric serves to filter out process
nodes that do not offer the required single-accelerator speed
or latency.

Overview. Figure |I| examines the different metrics, based on
data we collected from four sources in order of preference:
1) using CAD tools in our lab, 2) via Internet disclosures
of technical data 3) by interviewing industry experts, and 4)
using CMOS scaling to interpolate missing points. Recall
that in CMOS scaling, the factor S refers to the ratio of
feature widths of two nodes; for example, given 180nm and
130nm, S=180/130=1.38x. Typical scaling factors between
successive nodes are often assumed to be S=1.4x. Typically,
transistor count increases with S2, transistor frequency with
S, and transistor capacitance (and energy per op at a fixed
voltage) decreases with S.

Because of our use of historical and current data rather
than predictive scaling theory, our nodes are different than
typical scaling theory nodes, reflecting the reality of available
process technology. In today’s nodes, 40nm has supplanted
45nm, and 28nm has supplanted 32nm. We exclude 20nm
because it has been supplanted with 16nm FinFET.

Although most of the tech node feature widths are spaced
by S=1.4x, 65nm and 40nm are spaced by S=1.6x, and
28nm and 16nm are spaced by S=1.75x. Accordingly, we
have plotted the data on a log-log plot with the X axis plotting
feature width. Thus a straight line with slope of 1 indicates
feature-width-proportional scaling. For mask costs, we have
standardized on 9 metal layers if the process supports it, and
otherwise the maximum number of layers for older processes
(i.e. 5 layers for 250nm and 6 layers for 180nm). More metal
layers entails more masks, incurring more NRE.

Due to the nature of CMOS scaling, these metrics im-

prove exponentially with more advanced process nodes. At
the same time, mask NRE worsens exponentially as nodes
advance. The space from 250nm to 16nm spans a 89x range
in mask cost, a 152 range in energy/op, a 28 x range
in cost per op/s (558 x for non-power density limited de-
signs), a 256 X range in maximum accelerator size in tran-
sistors, and a 15.5x range in maximum transistor fre-
quency. Note that the Y axis typically spans two decades
of range, but frequency is only slightly more than one decade,
and transistor count spans a full three-decades.
Mask Costs. Figure[I}A and Table[I|show mask costs, which
range from ~65K for 250nm to almost ~6M for 16nm. Mask
cost scaling with feature width actually varies widely, as
indicated by the varying slope of the segments. For example,
65nm and 40nm are particularly cheap steps, and 180nm to
130nm is a large step, relative to the previous node. Overall,
mask cost multiples are smaller after 90nm than before,
possibly because the number of metal layers has stabilized.
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Figure 1: Node Technology trade-offs, normalized to
250nm. #’s indicate multiplicative benefits as node advance.
Lines in mask cost indicate different regimes of mask cosk
scaling. The dotted lines in energy and cost per op/s graphs
indicate the post-Dennard slowdown in voltage scaling.



Tech 250nm | 180nm | 130nm | 90nm | 65nm | 40nm | 28nm | 16nm
Mask cost ($) 65K | 105K | 290K | 560K | 700K | 1.25M | 2.25M | 5.70M
Cost per wafer ($) 720 790 | 2,950 3,200 | 3,300 | 4,850 | 7,600 | 11,100
Wafer diameter (mm) 200 200 300 300 300 300 300 300
Backend labor cost per gate ($) [30] 0.127| 0.127| 0.127] 0.127 | 0.127 | 0.129| 0.131| 0.263

Table 1:

Energy per Op. As can be seen in Figure[I} B, energy per op
(e.g. CV?) improvements are markedly different after 90nm.
This coincides with the end of Dennard scaling [55] after
90nm. Prior to 90nm, energy improvements were driven
by S voltage scaling and by S capacitance scaling, and in
65nm and later, they are driven by S capacitance scaling
and only marginal voltage scaling (about 1.04x per node,
post-Dennard scaling, as shown in Table @) Thus, given that
energy per op is a major TCO driver, the benefits of nodes
after 90nm are much more limited than before 90, when
selecting a node for our ASIC Cloud. As a result, the penalty
for going to a lower-NRE process is lower than might be
implied by the node feature size.

Marginal cost per op/s. Figure [1-C graphs $ per op/s, i.e.
the marginal silicon cost of adding computing capacity in
a throughput-dominated workload such as typical in scale-
out cloud applications. $ per op/s is hurt by exponentially
increasing wafer costs, but helped by improvements in wafer
size and ops/mm? compute density due to transistor frequency
and density scaling. Table [I] shows that wafer costs scale
approximately with S, but are also related to wafer size.
During Dennard scaling, compute density improves as S°,
but below 90nm, it is limited to § by power density. 28nm has
higher $ per op/s than 40nm because wafer cost rises faster
than usable compute density improves. For applications that
are not power-limited in 90nm, scaling continues more as a
straight-line continuation of the pre-90nm curve, but bends
towards the power-limited case at advanced nodes. In the
results section of this paper, many of the accelerators operate
the logic at below-nominal Vdd levels (e.g 0.5-0.8V), in
order to improve performance within the thermal budgets.
Maximum design size. Figure [[}D graphs the maximum
number of logic transistors per die; memories are scaling less
well than shown in this graph. Generally speaking, transistors
per die mostly places limits on how old a process node can
be used before the accelerator does not fit.

Transistor Frequency. Transistor frequency improvements
are graphed in Figure [T}E. For post-Dennard nodes that
are power-density limited and do not operate at maximal
clock rates, this metric still tracks the frequency of SerDes

Tech Node (nm) | 250|180 | 130|90 | 65| 40 | 28 | 16

Nom. V4 (V) [25|18]12(1.0]/1.0{09]|0.9 0.8

Table 2: Real nominal supply voltages for each tech node.
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Wafer and mask costs rise exponentially with process node. Backend cost per gate jumps with double-patterning.

in DRAM controllers and high-speed off-chip interfaces. At
older nodes, frequency limits accelerator serial performance,
potentially resulting in unsatisfied datacenter latency or Ser-
vice Level Agreement (SLA) requirements.

2.1 Takeaways

In this section, we examined the fundamental properties of
the nodes available for use in creating tradeoffs between
NRE and accelerator metrics. We saw that using a range of
technology nodes provides a wide dynamic range of potential
accelerator implementations. Nodes newer than 90nm show
reduced marginal benefit in terms of the energy efficiency
of the accelerator. These nodes also show reduced marginal
cost benefits per unit of accelerator computation, because of
post-Dennard scaling and rising wafer costs. Finally, mask
costs for 65nm and 40nm are particularly cheap given their
feature widths. The next section examines other NRE drivers.

3. ASIC Cloud: Architectural Overview

We give a quick high-level overview of an ASIC Cloud,
shown from right to left in Figure 2} a more complete ver-
sion is in [39]. The goal of an ASIC Cloud is to scale out
a collection of application-specialized replicated compute
accelerators (RCAs) in order to minimize both energy and
capital components of TCO. RCAs are replicated inside an
ASIC chip and interconnected with an interconnection net-
work to an off-chip router. The flip-chip packaged ASICs are
arranged in rows called lanes on a PCB, and interconnected to
each other via an on-PCB network, as well as to the off-PCB
interface. Each lane is enclosed by a duct and has a dedicated
fan blowing air through it across the ASIC heatsinks. The
PCB, fans and power supply are enclosed in a 1U server,
which is then assembled into racks in a datacenter. Typically
an FPGA or microcontroller serves as a bridge scheduling
remote procedure calls (RPCs) that come from the off-PCB
interface (1-100 GigE, RDMA, PCl-e, etc) on to the ASICs.
The PCB is customized around the needs of the particular
accelerator, including per-ASIC DRAM or HyperTransport
links. Based on ASIC needs, the PSU and DC/DC converters
are customized for each server.

4. Building a model for NRE

Previously, we examined mask costs, which can be a signifi-
cant component of NRE, totaling as much as 90% of the NRE
in advanced-node Bitcoin and Litecoin designs examined in
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Figure 2: High-Level Abstract Architecture of an ASIC Cloud [39].

this paper. However, other NRE components can be signif-
icant. On old tech nodes with many third-party IP blocks,
these non-mask NRE’s can total up to 95% of the cost. In this
section, we describe our model that incorporates principle
components for NRE in ASIC development: labor, package
design, CAD tool, IP, and mask costs.

Note that silicon wafer cost and per package cost are not
NRE costs. These costs are part of the marginal cost and they
are paid per ASIC. Later, in this paper, we will incorporate
both NRE and marginal costs in order to determine Pareto-
and NRE- optimal systems.

Packaging costs. Flipchip package design and tooling costs
contribute about $105K to NRE, shown in Table

Labor costs. Labor costs include application-to-architecture
design time, frontend development (e.g. Verilog) and test-
ing costs, backend design and verification costs (known as
Verilog-to-GDS), IP validation costs (the significant cost of
adopting somebody else’s IP) and non-ASIC costs like PCB
design, system-level interface development, and Cloud API
coding. ASIC frontend design mainly involves IP qualifi-
cation, design specification, RTL implementation, module
integration and functional testing. The backend process con-
sumes human time in floorplanning, power and clock net-
working, placement, routing, timing closure, design rule ver-
ification, and a few more marginal tasks before signing-off
the chip layout. System NRE includes the system level code
development for interfacing the ASICs with outside world,
including firmware for the server’s FPGA controller, FPGA
code for job distribution across ASICs, and software modifi-
cations to an existing cloud to use ASIC Cloud servers. Also,
ASIC Cloud servers require a custom PCB design.

Based on our analysis, frontend labor costs do not vary
much with technology node, and relate more to design com-
plexity (as measured imperfectly in lines of code, functional
blocks, or gates.) For backend labor costs, costs scale with
the number of unique design gates being mapped to the die,
and by the complexity of the target node. Advanced nodes
like 16nm that employ double-patterning suffer an additional

multiplier based on greatly escalated back-end design costs.
Since the ASIC Clouds employ regular arrays of accelerators
on-die connected by a simple NoC (Network on Chip), we
assume a hierarchical backend CAD flow that scales with
RCA complexity rather than raw instance count on the die. A
fixed gate count overhead is considered for I/O and NoC at
the top-level of the chip. Frontend and backend labor salary
rates as well as top-level overheads are shown in Table[3] 65%
overhead is assumed for employee benefits and supplies.
Tool Costs. The tool costs include the frontend tools (e.g. Ver-
ilog Simulation and Synthesis), backend tools (e.g. RTL-to-
GDS tools like Synopsys IC Compiler or Cadence Innovus),
and PCB design tools. Of these tools, the backend tools are
by far the most expensive. The model described in [30] gives
the total backend labor cost in terms of gates. To calculate
the required man-months for backend CAD tools, we divide
the backend cost by the backend labor salary.

IP Costs. Each application’s IP licensing cost depends
on that application’s specific IP requirements. Almost all
accelerators will need standard cells (e.g. VLSI layouts for the
gates, and basic LVCMOS 1/O cells) and generator programs
for making SRAMs. Typically, these are provided free for
nodes at 65nm and older, and cost $100K or so for advanced
nodes at 40nm & up. Designs that use fast (> 150 MHz)
clocks need an internal PLL. For systems that use DRAM,
two IP blocks are required: a DRAM controller, and a DRAM
PHY, the mixed-signal block that does high-performance
signaling outside the chip. Similarly, for high-speed interfaces
like PCI-E or HyperTransport, a controller and PHY IP
block are required. Simple applications like Bitcoin may
not need any IP beyond the standard cells, while a video
transcoder might require a DRAM PHY, and a neural network
ASIC Cloud might require a PCI-E or HyperTransport block.
These IP costs greatly escalate the NRE of these accelerators.
Table ] shows typical IP licensing costs.

IP Cost Correlation with Nodes. In our investigation illus-
trated by Figure[3] we have found that IP costs rise rapidly
as the technology node increases, and that the most expen-
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Frontend Labor Salary [19] | $/yr 115K
Frontend CAD Licenses $/Mm 4K
Backend Labor Salary [19] | $/yr 95K
Backend CAD Licenses $/month | 20K
Overhead on Salary 65%
Top-level gates 15K
NRE, flip-chip BGA package |$ 105K

Table 3: Node-independent NRE parameters in San
Diego, CA in late 2016. Mm=man-month. Backend Tools
are more expensive than the people using them. Flip-chip
packages add significant NRE.

sive IP blocks in general are PHY blocks found in PCI-E and
DDRs. For 180nm and 250nm, no DDR DRAM blocks are
available, and so a free SDR controller suffices. At advanced
nodes like 16nm PCI-E and DDR cost almost $1M.

Having detailed our model for NRE, we now proceed by
introducing our ASIC Design flow methodology, which takes
a Verilog description of an accelerator (or metrics from a
research paper’s evaluation of an accelerator in a particular
node), and a process node and then generates families of
TCO-optimized ASIC Cloud servers.

5. ASIC Cloud Design Methodology

In order to evaluate design trade-offs and in choosing technol-
ogy node, we model our investigation using the methodology
proposed by Magaki et al [39], which provides a flow for
going from a Verilog specification of an accelerator to a full
server-level design including PCB design, assembling ac-
celerators into ASIC chips, packaging, power and cooling
system design using Computational Fluid Dynamics (CFD)
simulation. We review the basic server parameters in the next
section, and then discuss its adaptation for NRE optimization.
We employ the same benchmark applications as used in that
work, and the same datacenter TCO model [8§]].

Tech Node (nm) || 250|180 |130| 90| 65| 40| 28| 16
DRAM Ctlr NA | NA | 125 | 125|125 | 125|125 | 125
DRAM PHY NA | NA | 150 | 165| 175|280 | 390 | 750
PCI-E Ctlr NA|NA| 90| 90| 125|125|125|125
PCI-E PHY NA | NA | 160 | 180 | 325|375 |510| 775
PLL 15| 15| 15| 20| 30| 50| 35| 50
LVDS 10 7.5 75| 0150 90| 36| 40|200
Standard

Cells, SRAM 0ol 0| O O] 0/|100]|100| 100

Table 4: IP Licensing Costs increase with advancing Tech-
nology Nodes. Commonly used IP licensing costs across tech
nodes, in late 2016, thousands of USD. Costs generally rise
with node, but there are some irregularities.
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Application Bit- | Lite- | Video Tr- | Deep L-
coin | coin| anscode | earning
RCA gate count 323K | 96.7K 356M | 1.51M
FE CAD-months 8 12 23 26
FE Mm 9.5 15 24 30
FPGA job distr. code, Mm 1 1 3 2
FPGA “BIOS” code, Mm 1 1
Cloud Software, Mm 2 2 7 6
PCB Design cost ($) 37K | 37K 50K 37K

Table 5: Application-dependent NRE parameters. PCB design
costs are for late 2016. Mm = man-months, FE = Front End

5.1 Server Parameters

Using the server architecture described in Section [3| we
explore the design space for different numbers of RCAs per
die, different number of ASICs per lane, and different logic
voltages. If DRAM is required, we explore different numbers
of DRAM memory controllers and DRAMs per ASIC. The
limiting constraints in this space exploration are maximum
junction temperature limits, maximum die size, maximum
number of dies per lane, and finally voltage range based on
fabrication technology. For each selection of die size and
number of dies per lane, the optimal heatsink is selected by
optimizing fin count and thickness as well as base thickness.

5.2 Optimal Server Design

To choose the optimal design, we use TCO analysis which
incorporates server cost, server power and also datacenter-
level constraints such as power delivery, land and interest into
account. To compare different design points, server TCO is
divided by its performance to find the optimal TCO per op/s.
Cost per performance and power per performance (W per
op/s, i.e., J per op) are the main factors for server evaluation.
We explain the trade-off between these two main compo-
nents. Utilizing larger dies amortizes the fixed part of server
cost and energy among more RCAs and also increases the
portion of server cost designated to working accelerators;
however, it lowers the maximum viable power density for the
chip due to junction temperature limit. Assuming fixed total
silicon per lane, increasing the number of chips alleviates this
problem but increases the cost of packaging. As total silicon
800K + v v i v v v v e e s
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Figure 3: IP Licensing Costs increase with advancing
Tech Nodes. High-speed I/O blocks rise exponentially.
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0.7 0.9

per lane increases, the amount of heat that can be extracted
from each die is degraded and hence there is a tradeoff be-
tween number of dies per lane and silicon area of each die. On
the other hand, increases in logic voltage translates to better
use of same silicon and improvement on performance, based
on the voltage-delay curve of the fabrication technology, but
increases the power density and lowers the power efficiency.
Considering these factors, lowering the logic voltage
increases the energy efficiency and more silicon can be used,
resulting in minimal W per op/s or Joules/op, but high silicon
cost and hence high $ per op/s. On the other side, increasing
the logic voltage and using smaller dies to accommodate
thermal constraints would lower $ per op/s but make the
server less energy efficient, with a high W per op/s. Die count
per lane is also varied to find the optimal design.
Figure[]shows an example of the design space exploration
for a 28nm Bitcoin ASIC server. Each curve is associated with
a particular die area and within each curve, the points from
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Figure 5: System-level (non-ASIC) NRE varies based on
PCB, Firmware and Cloud Software complexity.
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left to right represent voltage scaling from near-threshold to
50% above the nominal supply voltage, if junction tempera-
tures are not exceeded. This figure is depicted for 9 ASICs
per lane, which is the optimal for a 28nm Bitcoin server.

5.3 Benchmark Applications

To explore ASIC Clouds across a range of accelerator proper-
ties, we examine four applications. Bitcoin is a very logic in-
tensive design which has high power density and no need for
SRAM or external DRAM. Litecoin is an SRAM-intensive
application which has low power density. Video Transcod-
ing represents an external memory-intensive application that
needs DRAMs next to each ASIC, and also high off-PCB
bandwidth. Finally, for an application that is latency sensitive
we chose a Deep Learning neural net accelerator with a tight
low-latency SLA. For Bitcoin and Litecoin, we developed the
RCA and got the required parameters such as gate count from
placed and routed designs in UMC 28nm using Synopsys
IC compiler, and analysis tools (e.g. PrimeTime). We used
H.265/HEVC Transcode design parameters from [31] and
DaDianNao [13]] (DDN) for the last two.

DDN proposed a scale-up system of 8x8 accelerator chips
to be able to increase neural net size for Deep Learning
application. We explored different server layouts in different
technologies to be able to make such a 8x8 system, by
considering 8 lanes per server and different die layouts that
integrate multiple DDN chips as 1x1, 2x1, 2x2, 3x3 and
2x4 RCAs, as long as they fit in the mask reticle. This adds
another design constraint and considering a DDN node as
an RCA enables us to evaluate designs with high transistor
count. Placing more DDN nodes per die saves in inter-die
communication and the area and energy dedicated to DDN’s
HyperTransport I/O. We kept the frequency of these Deep
Learning ASICs fixed across tech nodes to meet the SLA.

To model labor cost, shown in Table [5} we measured
our development time for Bitcoin and Litecoin frontend to
calculate the required man months (Mm). We estimated the
DDN front-end labor based on the paper’s description and
our experience designing neural network accelerators. For
Video Transcode, we assumed that the company already had
an internally-developed encoder IP, but had to license the
decoder for $200K. PCB design costs shown in Table [5| were

App Cloud HW Perf. | Power | Cost | TCO/

W) $)| Opss
Bitcoin AMD 7970 0.68 GH/s 285| 400| 2,320
Bitcoin 28nm ASIC 8,223 GH/s | 3,736| 8.2K 2.9
Litecoin AMD 7970 MH/s 0.63 285| 400 2,500
Litecoin 28nm ASIC 1,384 | 3,662 | 112K | 19.5
Video Transcode | Core-i7 4790K 0.0018 Kfps 155 725 | 791K
Video Transcode |28nm ASIC 158 Kfps | 1,633 | 53K 78.5
Conv. Neural Net | NVIDIA Tesla K20X | 0.26 TOps/s 225| 3.3K|17,580
Conv. Neural Net | 28nm ASIC 470 TOps/s | 3,493| 6.2K| 443

Table 6: ASIC Servers greatly outperform the best non-
ASIC alternative in terms of TCO per op/s.
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Figure 6: Pareto frontiers improve in both energy and cost efficiency for newer technologies. Each set of points represent

the Pareto frontiers in each technology; dotted lines indicate the TCO-optimal Pareto point for each technology. Relative
improvements in cost per performance and power per performance for the TCO-optimal points in each two consecutive
technology nodes are indicated, and between the oldest evaluated node and baseline GPU/CPU.

based on vendor quotes, and the system-level coding costs
came from Bitcoin mining software repository dates. FPGA
firmware is estimated based on our implementation work
with similar PCI-E and GigE bridges. Figure [3] shows the
system-level, non-ASIC NRE costs for each application.
5.4 TCO per op/s improvement

Table[6]compares the ASIC Cloud results in 28nm fabrication
technology for these four applications and the best non-ASIC
server alternative. For Bitcoin, Litecoin, and Deep Learning
there are GPU servers, but for Video Transcode the built-
in Intel Xeon acceleration is used. Table [6] shows massive
TCO per op/s improvement for ASIC Clouds to over-satisfy
the two-for-two rule’s second condition, but NRE, the first
second remains to be addressed in the next two sections.

6. Computing Pareto-Optimal Designs for
each Tech Node, and their NREs

Here we find the TCO per op/s optimal design for each
technology node using the methodology in Section [5] We
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W/OP/s
(d) Deep Learning

examine trends among different technologies for these Pareto-
optimal designs. We also compute the NRE of each design in
each node, so that in Section[7] we can determine which node
is optimal considering total NRE+TCO.

6.1 Comparing Pareto-optimal points across nodes

Section [5.2] explored different designs to find the optimal
TCO per op/s design. This evaluation is performed for dif-
ferent technology nodes and the Pareto-optimal points are
selected according to $ per op/s and W per op/s, considering
different die area values, operating voltages, and number of
ASICs per lane. Figure[6]shows these points for all technolo-
gies and compares to baseline GPU/CPU server.

Among different technology nodes we have both energy
per op and cost per performance benefits from going towards
newer nodes. Due to smaller changes in nominal voltages
among newer nodes than older ones, and also the dark
silicon phenomenon [S5}1211153,152,117,150], the improvement
among two consecutive technology nodes degrades for more



Tech 250nm | 180nm | 130nm | 90nm | 65nm | 40nm | 28nm | 16nm Tech 250nm | 180nm | 130nm | 90nm | 65nm | 40nm | 28nm | 16nm
RCAs per Die 10 20 39 83| 159| 377 769| 1818 RCAs per Die 12 22 47 98| 188| 446| 910| 2,150
Die Area (mm~*) 559 579 588 600 599| 540| 540 420 Die Area (mm?) 567 539 599 599| 599| 540| 540| 420
Die Cost ($) 16 18 29 32 33 42 66 74 Die Cost ($) 16 17 29 32 32 42 66 74
Dies/Server 120 120 120 120| 120] 120 72 48 Dies/Server 120 120 120f 120 120| 120| 120 80
Logic Vdd 1.081| 0.857| 0.654]0.563|0.517|0.433]0.459| 0.424 Logic Vdd 1.845| 1.378| 1.138|0.924 | 0.816| 0.697 | 0.656 | 0.594
Freq. (MHz) 37 54 77 93| 100| 121| 149 169 Freq. (MHz) 78 109 173| 239| 281| 417| 576| 776
GH/s 42 121 347 914 1,888 5,466 | 8,223 | 14,687 MH/s 2 6 21 62| 139| 491 1,384|2,938
Power (W) 1,089 1,314| 1,509| 1,997 2,541 3,217 | 3,736 | 3,246 Power (W) 516 525 769 | 1,000 | 1,298 | 2,068 | 3,662 | 3,664
Cost (K$) 3.1 34 5.1 59| 64| 83 8.2 6.6 Cost (K$) 2.8 29 46| 5.1 53 71] 112 9
W/GH/s 26.21| 10.83| 4.350| 2.183| 1.346| 0.589 | 0.454 | 0.221 W/MH/s 219.8] 85.19| 36.45]16.25]9.360| 4.216| 2.645]| 1.247
$/GH/s 73.71| 28.29| 14.72]6.469 | 3.383 | 1.527] 0.994| 0.449 $/MH/s 1203 | 463.4| 218.7]82.83]38.41| 14.53]8.059] 3.052
TCO/GH/s 186.2| 74.55| 33.68|15.88]9.115|4.039|2.912| 1.378 TCO/MH/s 2,214 854.8| 388.5|156.8|79.97|32.94| 19.49]| 8.353
NRE K$ 561 602 790 | 1,054 | 1,194 | 1,845|2,760 | 6,451 NRE K$ 501 633 835 1,104 | 1,254 | 1,924 | 2,823] 6,404
Table 7: Bitcoin TCO-optimal ASIC Server properties Table 9: Litecoin TCO-optimal ASIC Server properties

across tech nodes. Bitcoin is extremely power dense result-
ing in TCO-optimal servers operating at very low voltages.

advanced nodes. Transistor density, operating frequency
range and voltage range among different technologies impact
the power density of the dies, while thermal extraction limit
is technology-independent. Therefore the spread of Pareto-
optimal points for each technology node is different. Also in
most Pareto curves 28nm and 40nm are closer to each other
compared to other adjunct technologies. They have the same
nominal voltage which reduces the energy efficiency gains.

For Bitcoin, even 250nm shows a ~12x TCO improve-
ment over the baseline GPU. Litecoin is memory dominated
and as a result the 45nm GPU surpasses 250nm by 1.9x in
$ per op/s, but underperforms by 2.1x in energy. In the end,
the 250nm ASIC has superior TCO. Video Transcode bene-
fits substantially from going to ASIC, since many Transcode
units are placed per chip and accelerator performance and
energy efficiency far outpaces CPUs, even at 250nm. Due to
our assumption about SLA requirements for the Deep Learn-
ing application, older technology nodes than 40nm cannot
be used. Therefore, the initial jump from GPU to ASIC is
substantial, but comes at significant NRE.

6.2 Comparison of TCO-optimal designs across nodes

The TCO-optimal point in each curve is selected and detailed
results for each of the applications in different technology
nodes can be found in Tables[7} [8] 0} and[I0] Looking across
technology nodes in each application, we see a general trend
of decreasing voltages. The explanation is as follows: the

Tech 40nm | 28nm | 16nm
RCA per Die 2x1| 2x2| 4x2
Die Area (mm?) || 259| 298| 195
Die Cost ($) 29 61 62
Dies/Server 32 64 80
Logic Vdd 1.285|0.900 | 0.615
Freq. (MHz) 607| 606| 617
TOps/s 118| 470| 1,176
Power (W) 2,312 3,493 3,184
Cost (K$) 24| 62| 74
W/TOps/s 19.60| 7.431 | 2.708
$/TOps/s 20.25] 13.25] 6.304
TCO/TOps/s 100.4 | 44.28 | 17.78
NRE K$ 3,259 4,301 | 8,616

Table 8: Deep Learning TCO-optimal ASIC Server prop-
erties across tech nodes. Frequency is kept constant for
Deep Learning servers to satisfy SLA requirements.
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across tech nodes. Litecoin design is SRAM dominated
with low power density, thus TCO optimal servers use a
voltage close to technology nominal voltage to benefit from
the available cooling opportunity to gain higher performance.

non-power limited performance of the silicon is improving
because of transistor frequency increases and transistor count
increases, scaling as S3. At the same time, wafer costs (and
thus cost per mm?) are increasing by S, resulting in a net
silicon potential improvement of S? in $ per op/s. At the
same time, capacitance is decreasing by S, improving energy
efficiency by the same amount. TCO-optimal systems will
balance improvements in $ per op/s with improvements in
W per op/s. Due to this S? versus S mismatch in CMOS
scaling (especially with dark silicon, where nominal Vdd
stops dropping), optimal designs drive the voltage further and
further below nominal Vdd to make up for the difference.

How many ticks before a tock? Intel made famous the
idea of separating process scaling (ticks) from architectural
refactors (tocks). To understand the importance of data-center
customization and co-sensitivity of architecture and process,
we ported the TCO-optimal ASIC design in each process
technology to future nodes, for example, the 250nm Bitcoin
design was mapped from 180nm to 16nm. In this porting,
RCAs count per ASIC is fixed. Only the operating voltage
is changed to fit the thermal budget and then the TCO-
optimal voltage is selected. DRAM count per ASIC for Video

Tech 250nm | 180nm | 130nm | 90nm | 65nm | 40nm | 28nm | 16nm
RCAs per Die 2 5 9 19 37 92| 153 140
DRAMs per Die 1 1 1 1 1 3 6 9
Die Area (mm?) 493 634 627| 619| 623 594| 498 177
Die Cost ($) 14 21 32 35 35 49 65 34
Dies/Server 64 64 64 64 64 64 40 32
Logic Vdd 2.533] 1.818| 1.501| 1.171|1.015]0.957|0.754| 0.710
Freq. (MHz) 56 77 115 165 215| 358| 429 705
Kfps 0.3 1.3 4 12 30| 126 158 190
Power (W) 628 674 985| 875]1,024|2,077| 1,633 | 1,220
Cost (K$) 22 2.7 3.6 3.7 39 59 5.3 3.6
W/Kfps 1860| 523.0| 266.9|74.70 | 34.01| 16.47| 10.34| 6.418
$/Kfps 6582| 2094 | 978.8|319.6| 128.7| 46.50| 33.56| 19.13
TCO/Kfps 14,722 4411| 2151|652.8|278.4| 117.2|78.46| 46.80
NRE K$ 2,216| 2,258| 2,721 3,017 3,179 3,971 4,993 | 10,093

Table 10: Video Transcode TCO-optimal ASIC Server
properties across tech nodes. Video Transcode optimal
servers try to saturate DRAM bandwidth and trade-off oper-
ating voltage with RCAs per ASIC.
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Transcode and operating frequency for Deep Learning are
also fixed, but the PCB is redesigned.

The farther the destination node is from the source node,
the less optimal a ported design is compared to the TCO-
optimal design for the destination node. Porting the optimal
ASIC design in 250 nm to 16nm is worse in TCO by 2.14X,
3.68X, 6.71X for Litecoin, Bitcoin and Video Transcoding
respectively. Porting the optimal ASIC design in 65nm to
16nm has worse TCO by 1.34X for Deep Learning.
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On the other hand, porting across a single node leads to
smaller TCO penalty: 1.05X in Bitcoin, 1.08X in Litecoin,
and 1.06X in Deep Learning. For Video Transcode, designs
are less stable, with a geo-mean of 1.53X at 65nm and
above; and a geo-mean of 1.07X at 40nm and below. The
large changes are due to successive DRAM technology
improvements, ramping to LPDDR3 in 65nm.
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Figure 9: Comparing marginal NRE and TCO per op/s improvements for each node. Summary of NRE for different

technology nodes versus TCO improvement over baseline.

6.3 Server Cost Change Across Tech Nodes

Server cost comprises die cost, power delivery components,
cooling components, DRAMs and system components such
as PCB. Figure[7]shows the server cost of the TCO-optimal
servers in different technology nodes. System cost also in-
cludes fan costs, PCB cost, FPGA controller cost, and net-
work card cost if required. These system costs stay relatively
constant across technology nodes. Bitcoin and Litecoin server
costs increase as tech nodes advance except for 16nm. Ultra-
dense transistors in 16nm create thermal limits that reduce
usable silicon per lane. However, TCO still improves.

Video Transcode server costs decline after 40nm. These
servers are constrained by growing board space required
by DRAMs required to feed each ASIC. 40nm and older
have 8 ASICs per lane and 1-3 DRAMSs, but TCO-optimal
28nm ASICs saturate 6 DRAMs each and only 5 ASICs
fit in a lane. 16 nm ASICs rise to 9 DRAMs and only 4
ASIC:s fit. Still these configurations are more energy and cost
efficient, despite the growing ratio of DRAM to silicon cost.
In 28nm and 16nm there are 240 and 288 DRAMs per server
respectively, compared to 192 DRAMs in 40nm. Designs in
130nm, 90nm and 65nm cannot saturate a single DRAM’s
bandwidth and the DRAM cost remains constant. Finally for
250nm and 180nm, DRAM cost increases marginally due to
use of SDRAM instead of LPDDR, derived by lack of DDR
IP availability and NRE cost savings.

Deep Learning has large RCAs and very limited layout
options which worsen the power density issue, especially in
28nm. This eliminated some TCO-optimal points due to small
violations of thermal hotspots. To address this problem, we
added dark silicon to spread hotspots. For example, the TCO-

optimal design in 28nm uses 40mm? or 15.5% extra silicon
per die to be able to have more ASICs per lane. This marginal
increase in silicon cost pays off because fixed parts of system
cost are amortized over more RCAs per server. Since the
ASIC’s operating voltage in 16nm is lowered to match the
SLA requirement, power density issues are mitigated and no
dark silicon is necessary. This enables more silicon per lane
and makes the 16nm servers cost more than 28nm ones.

6.4 NRE Calculation across Tech Nodes

Based on the NRE model described in Section ] the NRE
cost breakdown across nodes and applications is shown in
Figure[8] The trend clearly shows that the overall NRE cost
rapidly increases as technology node advances and that mask
costs for newer nodes become the dominant part of NRE.
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Figure 11: For these applications, cutting edge node technologies become TCO-optimal only for extreme-scale ASIC
Clouds. For each total cost value, the best server scenario is set to 1 and values for other scenarios represent the ratio of total
money spent. After the break-even point with baseline system, there is an enormous money saving opportunity.

Labor, tool costs, IP costs and system NRE vary widely
between applications but with the exception of backend labor
in 16nm and PHY IP, is relatively constant across nodes.
Figures 3 and g show how IP prices scale across tech nodes.

7. Finally, NRE+TCO Optimal ASIC Clouds

In this section, we finally combine our NRE and TCO
analyses from the previous section to derive NRE+TCO
optimal ASIC Clouds.

7.1 TCO per op/s improvement versus NRE increases

To understand how NRE and TCO per op/s scale together
across nodes, Figure [0] shows relative NRE and TCO per op/s
changes among different technology nodes. From 250nm
to 65nm, TCO per op/s increases more rapidly than NRE
costs. After 65nm, the slope fundamentally changes, as
NRE increases more rapidly, and TCO per op/s performance
improvements flatten as described in Section [6.1]

7.2 Optimal nodes given pre-/post- ASIC Cloud TCO

As Cloud application demand increases, the baseline TCO
spent on non-ASIC servers increase and creates the oppor-
tunity of going towards ASIC servers, based on the Two-
for-Two rule. Figure [I0] presents total cost for a variety of
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ASIC Cloud implementations of Bitcoin across tech nodes.
The arrows indicate ranges of optimality for an ASIC Cloud
implemented in a given node. For example, when TCO of
using GPU servers exceeds $610K, 250nm becomes the least
expensive option. Similarly, when the TCO reaches $867K,
then 180nm becomes the least expensive option, and so on to
$1.9B for 28nm and $5.6B for 16nm.

To compare nodes, Figure [TT]shows the normalized ver-
sion of Figure [T0] where for each pre-ASIC Baseline TCO,
we divide by TCO of the best technology node. The arrows in
these graphs indicate, given an input TCO, what node should
be targeted to minimize TCO including NRE.

For example, for Bitcoin, Litecoin, and Video Transcode,
180nm is optimal for small TCO’s from $860K-$10.6M,
$960K-$1.1M, and $3.2M-$160M respectively. Deep Learn-
ing’s SLA requires >= 40nm, which is optimal from $3M to
$326M. 130nm and 90nm have narrow applicability.

7.3 Picking the node

A company can simply plug in their forecasts for the demand
and baseline TCO of the application to determine what node
to use to minimize NRE+TCO. Accelerator researchers have
less clarity on what TCO to use for their proposed ASIC
Cloud. They could estimate the application’s demand in a
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Figure 12: Optimal node selection based on TCO (X axis) and on fech parity node (shown in key): the tech node closest
to the pre-accelerated version’s TCO per op/s. Applications with small IP NRE (like Bitcoin) are represented on left and
medium amounts of IP (like Video Transcode) on right. Parity nodes of /N indicate N x the TCO per op/s of 250nm.

datacenter, just like the company, which would allow them to
select a node. However, in some cases, these parameters are
difficult to estimate because the application is emerging and
there is not yet demand.

7.4 Advanced nodes like 16 nm not always better

Our data suggests that using the latest node (e.g. 16nm) for an
emerging datacenter accelerator can be a mistake. For exam-
ple, our results show that 16nm was optimal only for TCOs
starting at $805M for Litecoin and reaching a geomean of
$6.36B across all four applications. Effectively, by choosing
an advanced node to do a study, a researcher is setting too
high of an NRE on the technology, preventing a prospective
company or investor from adopting the technology. Rather,
the optimal node must provide just enough TCO improvement
over the baseline. Moreover, reduced NREs allow an ASIC
Cloud to be more agile, updating ASICs more frequently to
track evolving software.

7.5 Tech Parity Nodes: Getting to Just Enough

To address this issue, we introduce the fech parity node, the
technology node at which an ASIC would have similar TCO
per op/s to the best alternative. Using this formalism, and
knowing the estimated TCO of the workload, Figure[12] gives
the target node that best reduces TCO+NRE. For example, for
a low-IP-NRE Bitcoin-like app, if the parity node is 250nm
(key), and the emerging computation has a $25M TCO (x-
axis), then 40nm would be a reasonable target node (y-axis).

8. Related Work

Recent architectural work on accelerators. Over the years,
there have been many studies that examine the design of sys-
tems based on accelerators or application specific chips. Some
of the oldest work is the GF11 [9] scale-up physics simulator.
Anton [48] targeted scale-up molecular dynamics simulation.
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More recent work that targets accelerators for a broad spec-
trum of application domains, including neural networks [27|
4311411351138} 14,146, [161 164, 29L [10], big data [32,23]], 3D Ul-
trasound [45]], graph analytics [40, 25, 3], databases [36, [60],
key-value stores [24, 37]], natural processing language [51],
regular expressions [20], speech recognition [28||62], irreg-
ular integer applications like SpecInt [55 56| 44], Android
Hotspots [21}22]], gzip compression [2], H.264 encode [26]
and convolution [42].

Warehouse-scale scale-out acceleration. [54] examined
the ramp from FPGA to GPU to ASIC Cloudhardware for
Bitcoin. Microsoft Catapult [41[12] proposed FPGA-based
clouds. Magaki et al [39] proposed ASIC Clouds. Bay-
max [15] examined non-premptive accelerators in Clouds.

Design NRE reduction. Recent efforts have focused on
reducing cost by creating chip generators, languages and
estimators [49, |6, 47]] and leveraging pre-built systems for
ASIC bringup [S7].

IP and mask NRE reduction. Recent open source HW
efforts [5 [7, [18]] propose a path to reduced IP costs. Mask
NRE reduction techniques have been proposed at different
levels covering manufacturing and assembling. Kim et
al. proposed to build SoCs out of pre-existing libraries
of custom chiplets [34]. Structured ASICs try to reduce
NRE [58] 159} 163], but with significant penalties.

9. Conclusion

We hope that this paper will lead to reduced TCO and greater
varieties of ASIC Clouds in the future. The paper’s models
can be found at/darksilicon.net/nrel
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